Abstract

We develop a dimension-independent, Delaunay-based anisotropic mesh generation algorithm suitable for integration with adaptive numerical solvers. As such, the mesh produced by our algorithm conforms to an anisotropic metric prescribed by the solver as well as the domain geometry, given as a piecewise smooth complex. Motivated by the work of Lévy and Dassi [10–12,20], we use a discrete manifold embedding algorithm to transform the anisotropic problem to a uniform one. This work differs from previous approaches in several ways. First, the embedding algorithm is driven by a Riemannian metric field instead of the Gauss map, lending itself to general anisotropic mesh generation problems. Second, we describe our method for computing restricted Voronoi diagrams in a dimension-independent manner which is used to compute constrained centroidal Voronoi tessellations. In particular, we compute restricted Voronoi simplices using exact arithmetic and use data structures based on convex polytope theory. Finally, since adaptive solvers require geometry-conforming meshes, we offer a Steiner vertex insertion algorithm for ensuring the extracted dual Delaunay triangulation is homeomorphic to the input geometries.

The two major contributions of this paper are: a method for isometrically embedding arbitrary mesh-metric pairs in higher dimensional Euclidean spaces and a dimension-independent vertex insertion algorithm for producing geometry-conforming Delaunay meshes. The former is demonstrated on a two-dimensional anisotropic problem whereas the latter is demonstrated on both 3d and 4d problems.
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1. Introduction

Adaptive numerical simulations have received considerable interest in the past decade [2]. Progress towards performing adaptive space-time simulations for time-dependent problems [38] demands algorithms for generating four-dimensional meshes and, though some work has been done in generating space-time Delaunay meshes by [16], the extension to the anisotropic case is an active area of research. As noted by Alauzet and Loseille in their study [2], the state-of-the-art in mesh adaptation is to first construct a metric field and subsequently generate a discrete mesh meant...
to \textit{conform}, in some sense, to this metric field. Whereas several algorithms (up to \(d = 3\)) exist for generating metric-conforming meshes, these edge-based [4,28] or cavity-based [24,25] operators are heuristic and do not extend easily to higher dimensions for producing four-dimensional meshes needed for adaptive space-time simulations. We therefore pursue a mathematically rigorous dimension-independent approach since we believe the difficulties encountered when generating four-dimensional meshes are akin to those for higher dimensions.

The use of higher dimensional embeddings to generate anisotropic meshes has shown promise in recent years [10–12,20]. These efforts have focused on embedding surfaces to higher dimensional Euclidean spaces using either the normal vector of the surface [20] or the value and gradient of some approximated function [12]. These methods introduce a user-prescribed scaling factor on the codimension coordinates to magnify the amount of anisotropy and do not strive for \textit{isometric} embeddings.

We focus on the requirements, from the mesh generation point-of-view, of an adaptive space-time numerical solver. We, therefore, expect the solver to provide us with a metric field and some description of the domain geometry - here, we restrict this description to piecewise smooth complexes (PSCs). Our work is motivated by the promising results associated with the use of high dimensional embeddings. Since the numerical solver expects a metric-conforming mesh upon termination of our meshing procedure, we develop an algorithm for isometrically embedding arbitrary mesh-metric pairs to high-dimensional spaces. This embedded mesh is then used to guide the isotropic mesh generation problem in the embedding space. To generate the isotropic mesh, we use the constrained centroidal Voronoi tessellation, a variational Delaunay-based approach, since this simultaneously optimizes both the point distribution and topology of the isotropic mesh. Delaunay approaches are notorious for issues in conforming to domain boundaries and, though implementations exist for \(d = 2\) and \(d = 3\) in computing constrained Delaunay triangulations [31–36] or weighted Delaunay triangulations [7,8,13], their higher-dimensional extensions have yet to be implemented or demonstrated [33]. We therefore develop a Steiner vertex insertion algorithm applied to the restricted Voronoi diagram to conform to sharp features in an input geometry.

\textbf{Notation}

\begin{itemize}
\item \(m(x)\) Riemannian metric field
\item \(\Sigma^i_j\) Mesh composed of \(i\)-polytopes with vertices embedded in \(\mathbb{R}^j\).
\item \(\kappa\) \(i\)-simplex in any mesh \(\Sigma^j_i\) referencing \(i + 1\) vertices embedded in \(\mathbb{R}^j\)
\item \(\text{Vor}(Z)\) Voronoi diagram generated by sites \(Z\)
\item \(\text{Vor}(z_i)\) Voronoi cell generated by site \(z_i\)
\item \(\text{vor}_r(Z)\) Voronoi diagram generated by sites \(Z\) restricted to some mesh \(\sigma = \Sigma^j_i\), i.e. \(\text{Vor}(Z) \cap \sigma\)
\item \(\text{vor}_r(z_i)\) Voronoi cell generated by site \(z_i\) restricted to simplex \(\kappa\), i.e. \(\text{Vor}(z_i) \cap \kappa\)
\item \(\text{vor}_r(z_i)\) Voronoi cell generated by site \(z_i\) restricted to some mesh \(\sigma = \Sigma^j_i\), i.e. \(\text{Vor}(z_i) \cap \sigma\)
\item \(\text{sym}^i_\kappa\) \(i \times i\) symmetric positive-definite tensor
\end{itemize}

2. Overall algorithm

The overall anisotropic boundary-conforming mesh generation algorithm is motivated by the work of Lévy and Dassi [10,11,20] in which surfaces were embedded to \(\mathbb{R}^6\) using the Gauss map. After generating a uniform discretization along this embedded mesh, the vertices are mapped back by inverting the Gauss map. We follow a similar approach but compute the coordinates of the embedding using the prescribed metric tensor and extend the previous efforts to obtain geometry-conforming meshes in a dimension-independent manner. Specifically, the mesh generation algorithm follows the procedure outlined in Algorithm 1. The first stage consists of realizing the input mesh-metric pair as a submanifold of some higher-dimensional Euclidean space (Section 3). A unit tessellation is then generated along this embedded manifold (Section 4) from which we enforce geometry-conformity (Section 5). We work purely with the dual restricted Voronoi diagram and delay the extraction of the Delaunay mesh until we map the final mesh back to the original domain (Section 6). This work only deals with meshes whose topological dimension equals the physical dimension of the ambient space, \(d = j\). As such, we drop the superscript and only write \(\Sigma_d\) instead of \(\Sigma^d_i\). The superscript on embedded meshes, however, is maintained.
function $\Sigma_d^{\text{opt}} = \text{generateMesh}(\Sigma_d, m)$;

\[ \Sigma_d^{N} \leftarrow \text{embed}(\Sigma_d, m) \] (Section 3, Fig. 1a)

\[ \Sigma_d^{N, \text{unit}} \leftarrow \text{unitTessellation}(\Sigma_d^{N}) \] (Section 4, Fig. 1b)

\[ \Sigma_d^{N, \text{conf}} \leftarrow \text{preserveTopology}(\Sigma_d^{N, \text{unit}}) \] (Section 5, Fig. 1c)

\[ \Sigma_d^{\text{opt}} \leftarrow \text{extractMesh}(\Sigma_d^{N, \text{conf}}, \Sigma_d) \] (Section 6, Fig. 1d)

Algorithm 1: Overall mesh generation algorithm

Fig. 1: Outline of the mesh generation algorithm

2.1. Inputs

Input mesh. We restrict our attention to simplicial meshes or triangulations. The input $d$-simplicial mesh $\Sigma_d$ is described by a set of vertices and connectivities such that each simplex $\kappa \in \Sigma_d$ references $d + 1$ vertices. The input geometry whose topology must be preserved is additionally represented as a network of $i$-dimensional meshes $\Sigma_i^d$, $i \leq d$ which are seen as piecewise smooth complexes (PSCs). For example, a volumetric mesh $\Sigma_3$ may have a network of bounding surface meshes $\{\Sigma_2^3\}$, curves $\{\Sigma_1^3\}$ and corners $\{\Sigma_0^3\}$ whose topology must be preserved.

Input metric. The input metric may be either the implied metric of the mesh, in which case all edges are of unit length or some spatially continuous field of symmetric positive-definite tensors prescribed at the vertices of $\Sigma_d$. We compute the length of every edge in the mesh using the geometric interpolation scheme of Alauzet [1].

2.2. Outputs

Output mesh. The algorithm produces a metric-conforming $d$-simplicial mesh $\Sigma_d^{\text{opt}}$ homeomorphic to the input mesh. Should $\Sigma_d$ contain any submeshes, then $\Sigma_d^{\text{opt}}$ will also contain submeshes, each of which is homeomorphic to its corresponding submesh of $\Sigma_d$.

Output metric. Along with the final mesh, the algorithm provides the edge lengths of the final mesh as measured under the prescribed metric. Note that re-inputting this description of the metric into the algorithm would produce the same output mesh, the reasons for which will become apparent in the next section.

3. Computing the isometric embedding

Given a mesh $\Sigma_d$ and Riemannian metric $m(\cdot) : x \in \Sigma_d \rightarrow \text{sym}_{d}^+$, our task is to compute the higher-dimensional coordinates of the vertices of $\Sigma_d$. We leave the mesh connectivities untouched. Under the assumption the metric is $C^0$-continuous, the Nash embedding theorem [29] suggests $(\Sigma, m)$ can be embedded into $\mathbb{R}^{d+1}$.

In [10,11,20], the embedding coordinates are computed using the Gauss map, lifting the coordinates to $\mathbb{R}^6$ where the codimension coordinates are computed by scaling the surface normals with a user-prescribed factor. The author in [12] similarly scales the value and gradient of an approximated function to compute the embedding. Our meshing
procedure is driven by an output-adaptive numerical solver and thus requests a mesh to conform to a prescribed metric. As such, our goal is to achieve the best possible isometry to match the requested metric and, since we are working with general \(d\)-dimensional meshes, we compute the embedding using a technique called multidimensional scaling.

Multidimensional scaling (MDS) is often used to infer a low-dimensional representation from high-dimensional data [5] using the restricted Euclidean metric. To this end, we remark on a deviation between our method and the true Nash embedding theorem since we now seek an embedding using the restricted Euclidean metric instead of the one induced by the Euclidean metric. The reason for this is a lack of a practical algorithm for realizing the Nash embedding theorem, despite efforts by Verma [37] and the nearly-isometric algorithm of McQueen [27].

Several techniques for MDS have been proposed, ranging from Isomap, Laplacian Eigenmaps, (non)-metric MDS all of which minimize a selected stress criteria [26]. Though the use of certain criteria, such as the Sammon mapping, achieve isometry better than others, we follow an approach called classical multidimensional scaling. This reduces to solving an eigenvalue problem for the embedding coordinates. The most important part of the embedding procedure is to ensure the map is bijective; loosely, the embedded mesh should not intersect itself. Instead of treating all coordinates as unknowns, we lift the mesh to a higher-dimensional space and simply compute the codimension coordinates. Our method, outlined in Algorithm 2, is a variant of classical multidimensional scaling. The algorithm takes as input the mesh \(\Sigma_d\), the metric \(m\) (either implied or prescribed) and the number of codimensions \(N_0\) in which to embed. The output is a nearly-isometric embedded mesh \(\Sigma_d^N\) where \(N = d + N_0\).

```plaintext
1 function \(\Sigma_d^N = \text{embed}(\Sigma_d, m, N_0)\);
2 Input : \(\Sigma_d, m, N_0\)
3 Output: \(\Sigma_d^N\)
4 \(E \leftarrow \text{getEdges}(\Sigma_d)\);
5 for \(e \in E\) do
6     \(\ell_e = \text{metricLength}(e, m)\);
7     \(l_e = \text{euclideanLength}(e)\);
8     \(f_e = \ell_e/l_e\);
9 end
10 \(f_{\text{max}} \leftarrow \max(\{f_e\})\ \forall e \in E\);
11 for \(e \in E\) do
12     \(G(e_0, e_1) \leftarrow \sqrt{f_{\text{max}}(\ell_e^2 - l_e^2)}\);
13 end
14 \(d = \text{dijkstra}(G)\);
15 \(D = d^2\);
16 \(B = -\frac{1}{2}JDJ\);
17 \((Q, \Lambda) = \text{eig}(B)\);
18 \(U_0 = Q_{N_0}\Lambda_{N_0}^{1/2}\);
19 \(U = [X, U_0/\sqrt{f_{\text{max}}}]\);

Algorithm 2: Embedding algorithm
```

**Proposition 1.** Algorithm 2 produces a bijective isometric embedding.

**Proof.** Even though the map producing the codimension coordinates may not be bijective, the lifting procedure is bijective since each lifted point maps uniquely to a point in \(\Sigma_d\). To show that our procedure preserves the metric edge lengths, consider line 10. Following the lifting procedure, the squared length of the edges under the Euclidean metric are

\[
||u_j - u_i||^2 = ||x_j - x_i||^2 + ||u_{j,0}/\sqrt{f_{\text{max}}} - u_{i,0}/\sqrt{f_{\text{max}}}||^2.
\]  

(1)
If the codimension coordinates exactly satisfy line 10, then under the restricted Euclidean metric,

\[ ||u_j - u_i||^2 = ||x_j - x_i||^2 + f_{\text{max}}\ell^2 / f_{\text{max}} - \ell^2 = \ell^2, \]  

(2)

since \( ||x_j - x_i|| = \ell_i \).

Although the minimum codimension needed to embed \( \Sigma_d \) is one, the advantage of embedding to higher codimensions is clear since a greater number of eigenvalues will better approximate the disparity matrix \( B \) (line 15). In any case, the algorithm developed in the following sections for producing unit tessellations of embedded meshes is not computationally sensitive to the dimension of the Euclidean space.

4. Computing the unit tessellation

Given an embedded mesh \( \Sigma_d^N \) in some Euclidean space \( \mathbb{R}^N \), our task is now to produce a unit tessellation of \( \Sigma_d^N \). We develop upon the work of Lévy and Bonneel [20] for computing constrained centroidal Voronoi tessellations (CCVTs) in a dimension-independent, topology-preserving manner. The main idea of the algorithm is to produce CCVTs of every embedded submesh of \( \Sigma_d^N \), here we employ Lloyd relaxation [23] for simplicity. The overall CCVT calculation procedure is given in Algorithm 3.

```
function \( \Sigma_d^{N, \text{unit}} = \text{unitTessellation}(\Sigma_d^N) \):

Input : \( \Sigma_d^N \)
Output: \( \Sigma_d^{N, \text{unit}} \)

1. \( Z \leftarrow \emptyset \); /* initialize Delaunay seeds */
2. \( \Sigma \leftarrow \{ \Sigma_d^N \} \); /* accumulate all submeshes of \( \Sigma_d^N \) */
3. for \( \sigma \in \Sigma \) do
4.   \( v_{\text{unit}} = \sqrt{j + 1} / (j! \sqrt{2}) \); /* \( \sigma \) has topological dimension \( j \) */
5.   \( v_{\sigma} = \text{volume}(\sigma) \); /* compute volume of \( \sigma \) */
6.   \( n_{\sigma} = f v_{\sigma} / v_{\text{unit}} \); /* \( f \) relates to the ideal vertex valency for \( j \)-simplices */
7.   \( Z_{\sigma} = \text{randomSample}(\sigma, n_{\sigma}) \); /* randomly sample \( \sigma \) for \( n_{\sigma} \) points */
8.   \( Z \leftarrow [Z, Z_{\sigma}] \)
9. while not converged do
10.   compute \( \text{vor}_{\sigma}(Z) \); /* restricted Voronoi diagram computation */
11.   compute centroids of \( \text{vor}_{\sigma}(Z_i) \), \( \forall Z_i \in Z_{\sigma} \) project \( Z_{\sigma} \) to \( \sigma \);
12. end

Algorithm 3: Computation of the centroidal Voronoi tessellation constrained to embedded meshes
```

Everything in Algorithm 3 is trivially dimension-independent except for the computation of the restricted Voronoi diagram (RVD). We therefore, discuss the specific data needed to compute RVDs in the following subsections.

4.1. Computing the restricted Voronoi diagram

The restricted Voronoi diagram can be defined in terms of restricted Voronoi simplices:

\[ \text{vor}_{\sigma}(Z) = \bigcup_{k \in \sigma} \text{vor}_k(Z). \]  

(3)

As such each \( \text{vor}_k(Z) \) can be computed independently, lending to a highly parallelizable algorithm. We implement the calculation of the RVD using c++11 threads, though plan on investigating GPU-based methods since the availability
of c++ kernel programming in OpenCL 2.1. Lines 11-12 can be replaced with a quasi-Newton approach as in [21,22], however we employ Lloyd relaxation [23] here for simplicity.

4.2. Computing restricted Voronoi simplices

Given a $i$-simplex $\kappa \in \Sigma^i$, $\text{vor}_i(Z)$ can be computed by iteratively clipping $\kappa$ against the Voronoi bisectors between the Delaunay vertices $Z$. We additionally use the security radius theorem [20] to avoid unnecessary computations. Upon the first clip, we now deal with convex $i$-polytopes $P = \text{vor}_i(z_k)$ for some Delaunay seed (Voronoi cell) $z_k$. To apply the security radius theorem and additionally determine the geometry of $P$, we require the vertices ($\text{Vrep}$) of $P$. The clipping procedure iteratively introduces bisectors $\Pi(z_k, z_r)$, providing the facets ($\text{Hrep}$) of $P$. Starting from a $i$-simplex $\kappa$ along with its $i+1$ bounding $(i-1)$-simplex facets, we immediately know the vertex-facet incidence matrix. Each Voronoi vertex arose due to a clip by a bisector $\Pi(z_k, z_r)$ with an edge so we, in fact, know the vertex-facet incidence matrix of each vertex at each step of the algorithm. Since Voronoi cells are simple polytopes, the vertex-facet incidence matrix provides the graph (edges) of $P$ [18].

When a new vertex is created as the result of an intersection, it inherits the common bisectors between the endpoint vertices of the edge it lies on. We also track which mesh vertices in $\sigma$ influence the intersection as well as which submeshes the vertices lie on. The former is critical for exactly querying the side of a point with respect to a bisector (see below) whereas the latter is important for preserving the topology of the output mesh, described in Section 5. The full clipping procedure is outlined in Algorithm 4.

4.3. Exact geometric predicates

Exact predicates are critical for the development of a robust mesh generator and are essential in our topology-preserving algorithm of the next section. We use the Predicate Construction Kit (PCK) developed by Lévy [19] to develop the predicates necessary for the generation of up to $4d$ meshes. The idea is similar to Lévy’s work and we refer the interested reader to his paper for further details. In particular, we have implemented the $\text{side}_d, d+1$ predicate for up to $d = 4$ and have tested the geometric exactness by placing the Delaunay seeds exactly at the Voronoi vertices generated by clipping against the Kuhn-Freudenthal triangulation in $4d$. As mentioned earlier, each Voronoi vertex generated from the intersection of a Voronoi bisector with a polytope edge inherits the common vertices in $\kappa$ from which they symbolically arise.

5. Preserving the topology of the input geometry

This section describes how the topology of the input network of curves, surfaces, volumes, etc. is preserved in the output triangulation. Similar to the method where vertex-facet incidence relationships are tracked, vertices store the submeshes on which they lie. Upon the generation of a new Voronoi vertex, it inherits the common meshes between the endpoint vertices of the intersected edge that generated it. We preserve the topology by checking the two following properties:

(P1) Delaunay vertices are aware of which submesh they were seeded upon; denote this submesh as $\Sigma^j_i$ for a particular Delaunay vertex $z_k$. All vertices for the Voronoi cell generated by $z_k$ should lie on $\Sigma^j_i$ or meshes that contain $\Sigma^j_i$
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as a submesh; that is, for some other submesh $\Sigma^k_i$ for $l > i$. Should any vertex in the Voronoi cell lie on another submesh, the Delaunay site is said to block this submesh. This phenomenon is shown in Fig. 2a and Fig. 3a (see the green box over the right eye) in which Delaunay sites seeded on a 2-mesh block the 1-mesh boundaries from being connected. By connected, we mean for two sites to share an edge in the dual triangulation.

(P2) A Delaunay vertex seeded on some submesh $\Sigma^k_i$ can equally block $\Sigma^k_j$ from being connected in the dual Delaunay triangulation. This is in fact a violation of the Topological Ball Property (TBP) [9] which states that every Voronoi cell should be homeomorphic to a closed topological ball. Violations of this property are better understood by examining the restricted Voronoi diagram of Fig. 3a (see the red box) in which Delaunay vertices seeded on the mouth contain connected components on both the upper and lower lips of the mouth. Several methods [7,8,13–15] which operate on the dual Delaunay triangulation have been proposed to identify violations of the TBP. Since we work purely with the restricted Voronoi diagram, violations of the TBP can be identified by aggregating each $\text{vor}_r(z_k)$ for a particular Delaunay seed $\text{vor}_r(z_k)$ and ensuring they are connected. In other words, $\text{vor}_{\Sigma^k_j}(z_k)$ should form a closed topological ball.

For any $\text{vor}_r(z_k)$ violating the aforementioned properties, we identify the set of blocking facets which are formed by the set of vertices of $\text{vor}_r(z_k)$ lying on any $\Sigma^k_j$ they block. Note the use of $\text{vor}_r(z_k)$ and not $\text{vor}_{\Sigma^k_j}(z_k)$ since the former is convex whereas the latter is not—an important property to ensure the facet is unblocked. Our method involves iteratively inserting Steiner vertices directly at $z_s = \arg\min_{y_i} ||y - z_k||$ which ultimately form part of the

```plaintext
1 function $\text{vor}_r(Z) = \text{computeRVS}(r, Z)$;

Input : $\kappa$, Z
Output: $\text{vor}_r(Z)$
2 DQ ← closestPointToSimplex($\kappa$); /* Delaunay queue starts with closest seed to a vertex of $\kappa$ */
3 while DQ ≠ 0 do
4     $z_k$ ← pop(DQ); /* get next site in Delaunay queue */
5     $\mathcal{P} \leftarrow \kappa$; /* and add all facets of $\kappa$ to the vertices they touch as 'bisectors' */
6     $r = 1$, $z_r \leftarrow \text{nearestNeighbour}(z_k, r)$; /* initial nearest neighbour */
7     while $|z_r - z_k| \leq 2|v - z_k|$ $\forall v \in \text{Vrep}(\mathcal{P})$ do
8         $Q = \emptyset$;
9         $V = \text{Vrep}(\mathcal{P})$;
10        for $v \in V$ do
11            if $\text{side}[v, \Pi(z_k, z_r)] > 0$ then
12                $Q \leftarrow \text{append}(v)$;
13            end
14        end
15        $E = \text{graph}(\mathcal{P})$;
16        for $e \in E$ do
17            if $\text{side}[e_0, \Pi(z_k, z_r)] \neq \text{side}[e_1, \Pi(z_k, z_r)]$ then
18                $Q \leftarrow \text{append}(e \cap \Pi(z_k, z_r))$; /* compute common bisectors, meshes & vertices of $\kappa$ */
19            end
20        end
21        DQ ← append($z_r$); /* add $z_r$ to Delaunay queue */
22        $r = r + 1$; /* move to the next nearest neighbour */
23        $\mathcal{P} \leftarrow Q$; /* set $\mathcal{P}$ to the clipped polytope for future clippings */
24    end
25 end
```
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triangulation of $\Sigma_j$. We do this iteratively since inserted points might themselves create Voronoi cells violating the above properties. Due to space limitations, the theory behind this selection along with our proof of termination using the Packing Lemma [9] will be given in future work.

As an example of the topology preservation algorithm, consider the input geometry of the smile shown to the right. Random Delaunay seeds are placed at arbitrary locations within the domain; the reason for doing so is to test the robustness of the algorithm against even the most general cases. The initial RVD of Fig. 3a shows many vertices (in the red box) which violate the topological ball property. As such, the extracted restricted Delaunay triangulation of Fig. 3b connects many of the vertices across the mouth in the input geometry. Following our vertex insertion procedure, the final RVD and topology-preserving RDT are shown in Figs. 3c and 3d, respectively.

Now, let us demonstrate the topology-preserving aspect of the algorithm applied to three- and four-dimensional domains. We study a right-angled tetrahedron embedded in $\mathbb{R}^3$ in which the prescribed boundaries are the 4 vertices, 6 edges and 4 bounding triangles of the tetrahedron. The initial Delaunay mesh with 114 random vertices is shown in Fig. 4a, which can be seen to omit several Delaunay vertices from the triangulation. After 14 iterations of our method, a boundary-conforming Delaunay triangulation is obtained, shown in Fig. 4b. The next case studied is the unit length tesseract embedded in $\mathbb{R}^4$. The geometry we wish to recover is the bounding cube of the tesseract located on the hyperplane where the fourth coordinate equals zero. This can be interpreted as conforming to the mesh at the initial
condition of some space-time domain in $3d + t$. 42 Delaunay seeds are initially randomly placed on the tesseract and boundary-conformity is achieved after 12 iterations, with the addition of 112 Steiner vertices. The initial and final meshes for the bounding cube are shown in Fig. 4c and 4d, respectively. Note that the initial Delaunay seeds were placed randomly; we are not interested in mesh quality or dihedral angles for these examples; we simply want to demonstrate that the boundary conformity algorithm correctly recovers the input geometry.

Fig. 5 shows the convergence of the number of Delaunay vertices along with the discrepancy in the volume between the current Delaunay triangulation restricted to the requested geometry and that of the target geometry itself – $v_0 = 1/6$ for the tetrahedron and $v_0 = 1$ for the bounding box of the tesseract – as the vertex insertion algorithm iterates. This shows that both geometries require a significant number of vertices to preserve the topology of the input geometry. In general, the initial Delaunay vertices will be more judiciously placed as the result of some CVT iterations, however, our goal here is to demonstrate that, even in the presence of arbitrary vertex locations, the algorithm terminates and recovers the input geometry. Future work will investigate collapsing edges between the inserted vertices to achieve the desired simplex count.

6. Extracting the final mesh

After preserving the input mesh topology, the final mesh is extracted as the dual of the restricted Voronoi diagram. The coordinates of the vertices are mapped back to $\mathbb{R}^d$ by simply using the first $d$ coordinates of the optimized Delaunay seeds. We additionally note that the topology-preservation step involves several insertions. Our goal, at the current time, is to ensure the generated mesh conforms to a simplicial description of the input geometry and we will investigate a procedure by which edges between inserted vertices are collapsed to achieve the desired vertex density. The generated mesh would, however, no longer be a true Delaunay triangulation but some variant of the constrained Delaunay triangulation.

In essence this stage extracts the dual of an anisotropic Voronoi diagram and it is well-known that this dual may not be a triangulation (it may contain intersecting edges) [3,30]. We identify this as a current limitation of the Delaunay-based approach and restrict our attention to lower levels of anisotropy to ensure the dual is indeed a triangulation. Higher levels of anisotropy will be investigated in the future and methods for extracting the dual triangulation will be developed. We remark on some possible solutions in the results below.
generated by our algorithm for \( f \) described in Eq. (4) (Fig. 6c). The mesh in Fig. 6a is different than the mesh in Fig. 6b because the restricted Euclidean metric was used to compute the embedding.

As mentioned in Section 6, the dual of an anisotropic Voronoi diagram may not be a triangulation due to the phenomenon remarked upon by [3,30]. Although all the meshes presented earlier were verified (by checking the total volume of the generated mesh) to be valid triangulations, this phenomenon was observed at higher \( f \). The mesh generated by our algorithm for \( f = 5 \) is shown in Fig. 7b and the self-intersecting edges are shown in the zoomed

<table>
<thead>
<tr>
<th>( f )</th>
<th>( n_{t,0} )</th>
<th>mesh</th>
<th>( n_v )</th>
<th>( n_t )</th>
<th>( q_m )</th>
<th>( \ell_m )</th>
<th>( a_e/(\sqrt{3}/4) )</th>
<th>( \ell_e )</th>
<th>( [a_{\min},a_{\max}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>319</td>
<td>bang</td>
<td>201</td>
<td>352</td>
<td>1.05 ± 0.05</td>
<td>1.05 ± 0.26</td>
<td>0.99 ± 0.14</td>
<td>1.01 ± 0.13</td>
<td>[23.5°, 125.6°]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fareloa</td>
<td>215</td>
<td>382</td>
<td>1.06 ± 0.06</td>
<td>0.97 ± 0.25</td>
<td>0.91 ± 0.13</td>
<td>0.97 ± 0.13</td>
<td>[19.5°, 136.2°]</td>
</tr>
<tr>
<td></td>
<td>current</td>
<td>196</td>
<td>333</td>
<td>1.10 ± 0.19</td>
<td>1.15 ± 0.44</td>
<td>1.05 ± 0.24</td>
<td>1.05 ± 0.18</td>
<td>[7.7°, 129.0°]</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>368</td>
<td>bang</td>
<td>233</td>
<td>414</td>
<td>1.05 ± 0.06</td>
<td>1.06 ± 0.24</td>
<td>0.99 ± 0.13</td>
<td>1.01 ± 0.12</td>
<td>[13.8°, 145.4°]</td>
</tr>
<tr>
<td></td>
<td>fareloa</td>
<td>255</td>
<td>458</td>
<td>1.05 ± 0.06</td>
<td>0.96 ± 0.23</td>
<td>0.90 ± 0.11</td>
<td>0.96 ± 0.12</td>
<td>[14.1°, 130.0°]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>current</td>
<td>233</td>
<td>405</td>
<td>1.11 ± 0.15</td>
<td>1.16 ± 0.48</td>
<td>1.01 ± 0.27</td>
<td>1.03 ± 0.20</td>
<td>[6.2°, 163.3°]</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>408</td>
<td>bang</td>
<td>265</td>
<td>474</td>
<td>1.09 ± 0.16</td>
<td>1.09 ± 0.31</td>
<td>0.96 ± 0.17</td>
<td>1.00 ± 0.16</td>
<td>[6.9°, 163.4°]</td>
</tr>
<tr>
<td></td>
<td>fareloa</td>
<td>289</td>
<td>524</td>
<td>1.08 ± 0.11</td>
<td>0.98 ± 0.26</td>
<td>0.87 ± 0.14</td>
<td>0.95 ± 0.14</td>
<td>[6.6°, 159.2°]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>current</td>
<td>264</td>
<td>460</td>
<td>1.13 ± 0.15</td>
<td>1.23 ± 0.75</td>
<td>0.99 ± 0.32</td>
<td>1.02 ± 0.23</td>
<td>[4.4°, 169.7°]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Expected number of triangles (\( n_{t,0} \)), number of vertices (\( n_v \)) and triangles (\( n_t \)) with average and standard deviation for metric quality (\( q_m \)), metric lengths (\( \ell_m \)), normalized embedded area (\( a_e \)), embedded length (\( \ell_e \)) and angle ranges \([a_{\min},a_{\max}]\) for meshes conforming to the metric induced by Eq. (4).

7. Comparison with existing anisotropic two-dimensional mesh generators

In this section we compare the developed algorithm with existing anisotropic mesh generation technologies, namely \textit{bamg}[17] and \textit{fareloa}[24,25]. The former uses a metric-based version of the Delaunay criterion whereas the latter employs a local cavity-based approach. Comparisons with three-dimensional mesh generators will follow in future work. Each of the three algorithms requires an input background mesh and a description of the metric field at the vertices of this mesh. The first metric field chosen in this study is taken as the induced metric of the following surface:

\[
\mathbf{u}(x) = [x, y, z(x,y)] , \quad z(x,y) = 5 \tanh \left[ f \cdot (y - \cos(\pi x/5)) + 5 \right] , \quad [x,y] \in \Omega = [0,10]^2 . \quad (4)
\]

In other words, \( \mathbf{m}(x) = \nabla \mathbf{u} \nabla \mathbf{u} \). We sweep through the parameter \( f \) to vary the level of anisotropy in the problem. The initial mesh is taken as the output of the algorithm described in [6] which uses node movement, edges splits, collapses and swaps to conform to the input analytic metric field. For each level of anisotropy, we obtain the mesh generated from all three algorithms and re-embed the generated two-dimensional vertices into three dimensions using the surface in Eq. (4). Although it differs from the discrete embedding obtained from Algorithm 2, it provides a means for comparing the three algorithms. In particular we measure the metric quality as \( q_m = \ell_{m,\text{rms}}^2/(4 \sqrt{3} a_m) \in [1,\infty] \) where \( \ell_{m,\text{rms}} \) is the root-mean-square of the three edge lengths of a triangle and \( a_m \) is the area, both of which are measured under the analytic metric. The normalization factor of \( 4 \sqrt{3} \) is used to assign a unit quality to the ideal triangle. We also show the average and standard deviations for the metric edge lengths (\( \ell_m \)) as well as the Euclidean areas (\( a_e \)) and Euclidean edge lengths (\( \ell_e \)) as measured after re-embedding the meshes with the analytic embedding.

In the context of generating a unit mesh for an adaptive numerical solver, the average Euclidean area should be close to \( \sqrt{3}/4 \) and the Euclidean edge lengths should be 1. The expected number of triangles can be computed by dividing the area of the analytic surface by the area of a unit equilateral triangle which comes out to \( n_{t,0} = (4/ \sqrt{3}) \int_{\Omega} \frac{1}{\sqrt{1 + (\partial z/\partial x)^2 + (\partial z/\partial y)^2}} \, dx \, dy \).

The results, tabulated in Table 1, indicate that our algorithm gives good areas (\( a_e \)) and edge lengths (\( \ell_e \)) under the Euclidean metric but is slightly outperformed by existing technologies for the measures of metric quality (\( q_m \)) and metric edge lengths (\( \ell_m \)). However, observe that the number of triangles generated by our algorithm (\( n_t \)) is closer to the expected number (\( n_{t,0} \)) for all \( f \). The minimum and maximum angles for the meshes generated by all algorithms are reasonable.

For reference, the mesh generated by our algorithm is shown in Fig. 6 for the case with \( f = 1.0 \). We show the optimized restricted Delaunay triangulation after boundary conformity has been imposed (Fig. 6a), the anisotropic restricted Delaunay triangulation after mapping back to \( \mathbb{R}^3 \) (Fig. 6b) and the re-embedded mesh using the lifting described in Eq. (4) (Fig. 6c). The mesh in Fig. 6a is different than the mesh in Fig. 6c because the restricted Euclidean metric was used to compute the embedding.

As mentioned in Section 6, the dual of an anisotropic Voronoi diagram may not be a triangulation due to the phenomenon remarked upon by [3,30]. Although all the meshes presented earlier were verified (by checking the total volume of the generated mesh) to be valid triangulations, this phenomenon was observed at higher \( f \). The mesh generated by our algorithm for \( f = 5 \) is shown in Fig. 7b and the self-intersecting edges are shown in the zoomed
Fig. 6: Meshes generated by our algorithm for the metric induced by Eq. (4) with $f = 1.0$

Fig. 7: Extracting the fifth-order dual of the anisotropic Voronoi diagram for the metric induced by Eq. (4) with $f = 5$.

section of Fig. 7c. Note that the Delaunay seeds are marked with red dots to make the self-intersections evident. One possible solution is to instead introduce equally spaced high-order nodes on the dual Delaunay edges and project them to the original embedded manifold. In so doing, this ensures the high-order representation contains edges on the embedded manifold which we know is one-to-one by the embedding procedure of Algorithm 2. A fifth-order representation of the same section of Fig. 7c is shown in Fig. 7d which appears free of intersecting triangles. This idea of extracting a curved Delaunay triangulation from a curved anisotropic Voronoi diagram seems promising and will be investigated in the future.

Next, we examine the ability of the algorithm to handle higher levels of anisotropy. We choose the metric given by Eq. (5) in a domain $(x, y) \in \Omega = [-5, 5]^2$, which exhibits a maximum anisotropy ratio of nearly 200:1 and the number of triangles should equal 980. Note this example does not introduce inverted triangles after extracting the Delaunay triangulation from the anisotropic Voronoi diagram, as observed earlier. Again, we compare the developed algorithm with bamg and fefloa and tabulate the results in Table 2. Since this metric was not derived from an ana-
lytic surface, we cannot re-embed the meshes and assess \( a_e \) and \( \ell_e \) as in the previous example. In addition, we use a four-dimensional Euclidean space to embed the mesh-metric pair. \texttt{bamg} and \texttt{fefloa} more closely achieve a unit metric quality but we note that our algorithm still performs well in achieving unit metric edge lengths. All algorithms generate meshes with both large and small angles and whereas \texttt{bamg} undershoots the number of triangles, both our algorithm and \texttt{fefloa} overshoot \( n_{t,0} \). The optimized mesh generated by our algorithm is shown in Fig. 8.

\[
\mathbf{m}(x, y) = \begin{bmatrix}
    h_1^{-2}(x, y) & 0 \\
    0 & h_2^{-2}(x, y)
\end{bmatrix}
\]

\[
h_1(x, y) = 1 - 0.995e^{-|x|} \\
h_2(x, y) = 1 - 0.995e^{-|y|}
\]

Fig. 8: Mesh generated by our algorithm for the metric of Eq. (5). Zoomed portion of red box on the right.

### Table 2: Number of vertices \( (n_v) \) and triangles \( (n_t) \) with average and standard deviation for metric quality \( (q_m) \), metric lengths \( (\ell_m) \) and angle ranges \( [\alpha_{\text{min}}, \alpha_{\text{max}}] \) for the metric of Eq. (5).

<table>
<thead>
<tr>
<th>mesher</th>
<th>( n_v )</th>
<th>( n_t )</th>
<th>( q_m )</th>
<th>( \ell_m )</th>
<th>( [\alpha_{\text{min}}, \alpha_{\text{max}}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{bamg}</td>
<td>507</td>
<td>928</td>
<td>1.07 ± 0.10</td>
<td>1.21 ± 0.47</td>
<td>[0.3°, 178.3°]</td>
</tr>
<tr>
<td>\texttt{fefloa}</td>
<td>605</td>
<td>1128</td>
<td>1.07 ± 0.09</td>
<td>0.98 ± 0.29</td>
<td>[0.4°, 179.1°]</td>
</tr>
<tr>
<td>current</td>
<td>689</td>
<td>1262</td>
<td>1.09 ± 0.11</td>
<td>0.93 ± 0.58</td>
<td>[0.5°, 177.8°]</td>
</tr>
</tbody>
</table>

### 8. Conclusions

This work developed a new theoretical framework and algorithm for generating anisotropic geometry-conforming Delaunay meshes in a dimension-independent manner. Motivated by space-time adaptive numerical solvers, we aim to conform to a requested metric as well as an input geometry. The first contribution is a method for isometrically embedding mesh-metric pairs into higher-dimensional Euclidean spaces using multidimensional scaling and guaranteeing the embedding is one-to-one. New mesh vertices are then optimized along the embedded manifold using the centroidal Voronoi tessellation. We provide a dimension-independent algorithm for computing this along with the restricted Voronoi diagram. Finally, the topology of the input geometry is preserved using an algorithm for inserting Steiner vertices along the input geometry and was demonstrated – our proof will follow in the future – to converge on some simple three- and four-dimensional geometries.

### Future work

From the theoretical side, there are still some improvements that can be done in extracting the final Delaunay mesh topology since simplices may be inverted despite the embedding being one-to-one. Though this is well-known to occur when extracting the dual of anisotropic Voronoi diagrams, we suggest a solution in which the extracted Delaunay edges are instead curved where the high-order nodes are computed by projecting them to the embedded mesh, thus ensuring the extracted mesh is valid. Generating curvilinear meshes is desirable for high-order solvers and we will therefore investigate this idea in the future. We also plan to investigate alternative topologies in situations where the solver demands a straight-sided mesh. Our geometry-conforming algorithm tends to insert a large number of vertices into the triangulation. One option to obtain the desired vertex and simplex density in the resulting mesh is to revisit these inserted vertices and collapse edges between them.
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