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Next-Gen Geometry Library

Uses OpenNURBS as the geometry kernel

Uses MPI + Kokkos hybrid programming
model

Supportsvarious curves and surfaces

Includes APl for projecting points on
curves and surfaces for mesh refinement

Kernels for Scaling Study

* Project points on a curve type
* Line, Circle, Ellipse, Spline, NURBS ...

* Project points on a surface type

* Cone, Cylinder, Sphere, Torus, NURBS ...

Implementation

// data parallel projection of N points on a Surface
class MyClass{
private:
int N; // N points
ON_3dPoint *p; // array of OpenNURBS points
ON_Surface *s;//aOpenNURBS Surface

,

MyClass::projection_method( function arguments )

{
// 1st argument: number of points
Kokkos::parallel_for( N, *this);

}

// operator() for Kokkos::parallel_for
MyClass::operator()( int k ) const

{..
// project Point p[k] on Surface s using OpenNURBS
double u, v;

s->GetClosestPoint( p[k], &u, &v);

ON_3dPoint projected_p =s->PointAt(u, v);

}

KNL On-Node Performance

Kernel: Project points on a NURBS surface
Data size: 15,000 points

No. of MPI processes: 1

No. of threads per process: 1 to 256
Thread affinity: Scatter
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Fig 3: Speedup on KNL
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Fig 4: Thread affinity

Kernel: Project points on a surface
Data size: 10 to 1E6

No. of MPI processes: 1

No. of threads per process: 64
Thread affinity: Scatter
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Fig 5: Near linear scaling




