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Summary. Science and engineering applications often have anisotropic physics and
therefore require anisotropic mesh adaptation. In common with previous researchers on
this topic, we use metrics to specify the desired mesh. Where previous approaches are
typically heuristic and sometimes require expensive optimization steps, our approach
is an extension of isotropic Delaunay meshing methods and requires only occasional,
relatively inexpensive optimization operations. We use a discrete metric formulation,
with the metric defined at vertices. To map a local sub-mesh to the metric space, we
compute metric lengths for edges, and use those lengths to construct a triangulation
in the metric space. Based on the metric edge lengths, we define a quality measure
in the metric space similar to the well-known shortest-edge to circumradius ratio for
isotropic meshes. We extend the common mesh swapping, Delaunay insertion, and
vertex removal primitives for use in the metric space. We give examples demonstrating
our scheme’s ability to produce a mesh consistent with a discontinuous, anisotropic
mesh metric and the use of our scheme in solution adaptive refinement.

1 Introduction

Numerical solution of PDEs is an important analysis tool for scientists and engi-
neers. Ideally, such numerical software should require only specifying the physics,
geometry, and boundary conditions of the problem and then produce a solution
of a certain accuracy. Unfortunately, assessing and minimizing discretization er-
ror is a non-trivial task, requiring time consuming mesh dependence analysis or
computation of solutions on meshes that are much finer than the required solu-
tion accuracy dictates. Mesh adaptation seeks to automate this process by first
computing the solution on a coarse mesh and then successively refining the mesh
so that each mesh is more nearly optimal for the solution being computed. Un-
structured meshes are well-suited for adaptation because they can be modified
locally much more easily than structured meshes, which have a fixed topology.
Labelle and Shewchuck [7] have developed a theoretically sound extension
of guaranteed-quality Delaunay meshing by constructing anisotropic Voronoi
diagrams and then dualizing to a Delaunay triangulation. Unfortunately, these
anisotropic Voronoi diagrams can be difficult to generate, and the dualization to
a valid triangulation requires restrictions on metric smoothness. Alternatively,
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there are other more heuristic methods for generating anisotropic meshes that
rely on local optimization algorithms. Dompierre et al. [5] suggest splitting edges
with length! above a threshold, removing nodes with all edge lengths below a
threshold, and swapping edges and moving nodes to equidistribute length. New
edges are assigned lengths based on an interpolated error estimate from the
background mesh. Buscaglia and Dari [3] take this a step further by testing a
large set of potential operations on a sub-mesh and then selecting the one that
most increases quality according to an error estimate on a background mesh;
this approach can produce excellent meshes, but at a high cost.

Our algorithm combines the heuristic nature of these two approaches with
some of the attributes of isotropic Delaunay meshing. This gives us two prin-
cipal advantages over other heuristic methods. First, we do not rely on moving
vertices and so metric information can be easily retained without storing and
referencing the original mesh. Second, because of an improved choice of where to
insert vertices, our algorithm produces quality anisotropic meshes without the
expense of methods like Buscaglia and Dari’s [3], or the challenges in updating
the metric when moving nodes of the scheme of Dompierre et al [5]. In addition,
our scheme does not require the use of a background mesh to maintain error /
metric information.

To explain our algorithm we will examine, in Section 2 metric spaces and how
they can be used for anisotropic meshing. Then, we will create a quality measure
for our anisotropic mesh (Section 3) and modify several existing mesh operations
to increase that quality measure (Section 4). Next, we turn our attention to
treatment of boundaries during anisotropic adaptation (Section 5). Finally, we
will demonstrate that our algorithm produces meshes well suited to the desired
metric.

2 Metric Spaces

Before defining what a quality anisotropic mesh is, we must first define the
desired cell sizes and shapes using a metric to measure distance between two
points. For a vector space X, a metric is a function d : X x X — R for which
the following conditions are satisfied for every z,y,z € X.

dlz,y) =d(y,z) >0 < z#y
d(xz,x) =0
d(z,2) < d(z,y) +d(y, 2)

8

For uniform isotropic meshing, the metric is the standard distance measure
lz — y||. More complicated metrics allow for distance to be measured differently
depending on orientation, thus introducing anisotropy. In particular, the metric

! The term error is used in the cited paper, however the metric length can be defined
as equivalent to the error and so we will use the term length to be consistent with
usage later in the paper.
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most commonly used in anisotropic meshing can be found by linearly trans-
forming the standard distance measure djg,(,y) into one which is anisotropic
dapi(,y) as follows:

digo(z,y) = VVTV
dani(2,y) =/ (TV)T(T'V)

dani(@,y) =/ VI(TTT)V

Where V =z —y and T is an invertible linear transformation. Since a triangle is
perfectly defined by the lengths of its sides, any triangle in an anisotropic mesh
has an equivalent triangle when its edge lengths are measured by the metric.
Quality measures can typically be rewritten to use only edge lengths as well. For
example, if a triangle’s edges have metric lengths (a, b, ¢) then the area A and
circumradius R of a triangle can be calculated by the following formulas

A= i\/(a—&—b—kc)(—a—}—b—kc)(a—b+c)(a+b—c)

abc
R= A (1)
and subsequently used to compute quality measures in the metric space. Al-
though we use the linear transformation metric throughout this article, our al-
gorithm is based purely on vertex spacing in the metric space and could be
adapted to use any metric.

For most problems of interest, different metrics must be used in different
areas of the domain. This is the principal difficulty faced by anisotropic meshing
algorithms, because even if the metric function is valid at a specific point, the
interpolated metric space between any two points might not be valid. We deal
with this problem by defining the metric discretely at vertices. When refining the
mesh, we measure the length of each triangle’s edges according to the average
metric of the three vertices. This provides a good estimate of whether the triangle
is large enough that it requires insertion. If a vertex is inserted, the metric at
that vertex is assigned based on a linear interpolation from the three vertices of
the triangle in which it was inserted.? Alternatively, when coarsening the mesh
we estimate the length of each edge by first calculating what that length is
according to the two adjacent triangles and then averaging those lengths. These
two definitions give unique triangle quality and edge length measures which can
then be used for mesh improvement operations.

3 Quality Measures

There are a staggering number of triangle quality measures used to determine
how good the elements of a mesh are. Since no quality measure is known to be

2 Note that this is not necessarily the triangle it was inserted to split!
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Fig. 1. The quality space used to evaluate triangles in the mesh

superior for every numerical solver, we have chosen to use the quality measure
that best suits our meshing approach. Miller, Talmor and Teng [10] pointed out
that the most natural quality measure for Delaunay refinement is the ratio of
circumradius to shortest edge. We will therefore define a quality space

3i 3% 0.658 1.140
(5777) = < lmina R) : < m1n7 ) (2)
2 Ades 2 Ades V Ades V Ades

where l,i, is the length of the shortest edge, R is the circumradius, and Ades is
the desired area. For a uniform isotropic mesh, the ideal triangle is an equilateral
triangle with area A 4,4 = % where Ay, is the total area of the domain {2 and
N, is the number of triangles; this triangle has (£,7) = (1,1) for our chosen
constants. We use this same concept to choose A 4.4 in Equation 2. To estimate
the area Ay, of the domain (2 in the metric space, we sum the area of individual
triangles in the metric space. Then, the ideal area Ages is found by dividing the
total area Ap by the number of triangles NV, and a desired refinement ratio r,
so that Ajag = 73~ The equilateral triangle with this area would be located at
((des Mdes) = (1, 1) in the quality space.

Having defined the perfect triangle, we define the range of triangle qualities
are considered acceptable based on a value 7 such that triangles with £ <1 — 17
or 7 > 1+ 7 are considered bad. To ensure shape quality, we restrict 7 to so
that we have a lower bound on the minimum angle of the triangle, which can be

written as l"% = 25in Oi,. Eliminating i, and R in favor of € and 7, we have

£v3
77

= 25sin0min

and so for the corner point (1 — 7,14 7) in Figure 1,
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1—7 2
T = = i omln 3
T \/gsm (3)

3 —2V/3sinbmin

=2 Vo7 min 4
3+ 2/3 sin Opin @)

So choosing 6,,,i, is equivalent to choosing 7. Chew’s uniform isotropic De-
launay refinement algorithm[4] produces triangles whose angles are all greater
than thirty degrees so we have chosen to use this as the target angle giving
T =2 —+/3 ~0.2679. An illustration of the quality space is found in Figure 1.

4 Mesh Operations

There are three principal operations that our algorithm uses to improve the qual-
ity distribution of triangles in the mesh. The first two operations, edge swapping
and point insertion, are extensions of isotropic Delaunay operations for use with
metric spaces. The last operation, vertex removal, is done simply to remove the
smallest edges in the mesh.

4.1 Swapping

The first and simplest operation is edge swapping. For isotropic Delaunay mesh-
ing algorithms, edge swapping is used to ensure all triangles have empty cir-
cumcircles. For our discrete representation of the metric, this is not necessarily
possible. Furthermore, whenever an edge is swapped, the metric used to examine
the new triangles can differ from the metric of the old triangles, possibly revers-
ing the swapping decision. Both of these problems are solved using a heuristic
approach. Instead of swapping for cells with non-empty circumcircles, we instead
swap to maximize the minimum quality ratio {/n — after mapping according
each triangle according to its own metric — for each pair of adjacent triangles.
For an isotropic metric, this is equivalent to maximizing the minimum angle,
which produces a Delaunay triangulation. To determine which configuration
does this, we calculate (£,7n) explicitly both for the current triangles and the
triangles that would be formed if the edge were swapped. Note that our discrete
metric definition — specifically, the metric function we use to compute metric
edge lengths for a triangle — is dependent on vertex connectivity, so swapping
an edge effectively changes the metric. Because of this, a Delaunay triangula-
tion cannot be found by simply mapping the local vertex locations to the metric
space, as one might do with a continuous metric.

4.2 Vertex Insertion

The second mesh modification operation that we use is vertex insertion. In
isotropic Delaunay refinement, vertices are inserted for triangles with large cir-
cumradii or poor shape. After insertion, the resulting triangles have smaller
circumradii, and no edge smaller than the original circumradius is created. In
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Fig. 2. Testing for Empty Circumcircles in the Metric Space

our anisotropic adaptation, we hope for similar behavior by inserting at an ap-
proximate circumcenter. We find this approximate circumcenter by creating a
virtual sub-mesh around the triangle we want to refine. To construct this virtual
sub-mesh, we first transform the initial triangle to one with lengths as described
by the metric. Then, we calculate that triangle’s circumcenter and build the vir-
tual sub-mesh one triangle at a time until the circumcenter lies within it. Once
this circumcenter is found, we transform it back to the actual mesh and insert a
vertex at that location.

Due to our choice of metric, the measured length of a shared edge is not
necessarily the same for both triangles. To address this when creating the virtual
sub-mesh, we scale any added triangle so that the edges match. This does not
deteriorate our insertion result since the Delaunay property is independent of
size. In Figure 2, the triangles T1 and T2 are first transformed to have the
lengths assigned by their respective metrics. Then T2 is scaled by a/d so that
the edges can be aligned. Since the swapping algorithm discussed in Section 4.1
does not guarantee empty circumcircles, each time a triangle is added to the
virtual sub-mesh it must be tested to determine whether it is Delaunay.

The construction of a virtual sub-mesh is illustrated in Figure 3. In this case,
triangle T'1 is chosen for insertion and the circumcenter X of the mapped triangle
T'1’ is calculated in the virtual space. Additional triangles are added to the virtual
sub-mesh: their shape is determined by their relative edge lengths in the metric
space, and they are scaled so that both copies of each edge have the same length
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Fig. 3. Finding an approximate circumcenter of triangle T'1 by constructing the virtual
mesh

in the metric space. In this case, T2 and T'3 are mapped, scaled, and stitched onto
the virtual sub-mesh, at which point the sub-mesh contains the circumcenter of
T1’ (in this case, in T'3’). Once that insertion location is chosen in the virtual
sub-mesh, it is linearly transformed back to the real mesh so that it has the
same barycentric coordinates in both the real and the virtual triangle. The new
vertex is inserted with the most simple connectivity and swapping is performed
recursively. The desired effect of each insertion is to decrease circumradii without
dramatically reducing the quality of the local triangles. Unfortunately, due to
the discrete nature of the metric, there are some cases where this approach fails.

The first degenerate case occurs when the circumecircle of the triangle we wish
to eliminate by insertion is not empty in the virtual mesh. When this occurs, we
instead split the longest edge of that triangle. There is theoretically no limit on
the minimum edge that this operation will create. To address this, we smooth
the new vertex to maximize the minimum angle in the virtual mesh, resulting in
a much better insertion location. A similar approach is used in other anisotropic
refinement algorithms [1, 3]. In our algorithm, however, optimization is only
required for degenerate cases, which are a small fraction of the total number of
insertions.?

3 The exact percentage of degenerate cases is entirely dependent on how the metric
varies within the mesh. Experience has shown that degeneracy in 5-10% of insertions
is typical for the metric we used.
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The second degenerate case occurs when inserting the new vertex does not
affect the triangle for which it was inserted. In other words, insertion did not
reduce the largest circumradius in the mesh. This happens most often when
there is large difference in metric size between triangles. Currently, insertion is
simply repeated for the original triangle. Since that triangle will no longer have
an empty circumcircle, refinement will split the longest edge and then locally
optimize the location.

4.3 Vertex Removal

The final operation that we use to improve the mesh is coarsening. Coarsening is
not a natural component of Delaunay meshing so there are no standard isotropic
techniques to apply on the virtual mesh. Instead, we know that removing vertices
increases edge lengths in the mesh. Thus, removing a vertex that is part of
the shortest edge will always increase the minimum edge length. To remove a
vertex, we first swap edges until there are only three edges incident on that
vertex and combine the three incident triangles to form one triangle when the
vertex is removed. The edges are then swapped recursively in the same manner
described in Section 4.1. Coarsening is the only operation that can destroy metric
information. Because of this, repeated refinement and coarsening tends to smooth
the metric.

5 Boundary Protection

A key element of Delaunay meshing is boundary treatment. While the previous
discussion of point insertion assumed that the circumcenter lies within the do-
main, that is not necessarily true. For cases when the circumcenter lies outside
the domain or across a boundary, the virtual mesh cannot be completely con-
structed. When this happens, the boundary edge which terminated the virtual
mesh is split. For cases where the circumcenter of a triangle lies inside the do-
main, but near the boundary, there are no constraints on the circumradius of
the new triangle formed. To address this problem, we adapt the boundary pro-
tection proposed by Shewchuk [19]. That is, we disallow any insertion within the
diametral lens of a boundary segment and instead split that boundary segment.
A diametral lens can be found by taking the intersection of the two circles of ra-
dius %L with the boundary segment (of length L) as a chord. For an anisotropic
mesh, the diametral lens is approximated by transforming any potential bound-
ary triangles using the average metric of the two boundary vertices.

A further complication with boundaries is that any curvature of the boundary
must be preserved throughout refinement. If the curvature of the boundary is
not, preserved, then the geometry will not converge to the modeled geometry,
introducing unnecessary modeling error. This is also very important for high-
order solutions because correct curved boundary representation is essential to
achieving high order accuracy. Ollivier-Gooch and Boivin [2] solved this problem
for isotropic meshes by limiting the curvature of the boundary discretization and
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thus enforcing that the diametral lens lie outside the boundary curve. This is a
much more difficult task when the metric is allowed to vary along the bound-
ary edge because the measured curvature changes depending on what metric is
used. Instead we rely again on heuristics: expansion of the diametral lens and
encroachment checking before boundary insertion.

First, we expand the diametral lens to better account for the curvature. To do
this, we first calculate the vertical offset between the linear boundary segment
and the actual curved boundary. Then, we scale the diametral lens of the segment
to have a height that is the sum of the original lens height and the offset. An
isotropic example of this is shown in Figure 4. For an anisotropic metric, we
compute the offset in the metric space based on the average metric of the two
boundary vertices.

As with similar approaches in isotropic meshing, making this adjustment still
does not guarantee that new vertices will be inserted within the domain or that
splitting a boundary curve will produce good quality triangles. To remedy this,
whenever a boundary edge is split, any vertex that encroaches on the new edges
in the virtual mesh must be removed. Together, these methods ensure that the
refined meshes will respect the boundary discretization and that no overly-flat
triangles will be created along the boundary.

6 Algorithm Summary

We apply the following algorithm to produce quality anisotropic meshes that
match an arbitrary metric and have a prescribed maximum number of vertices.

1. Assign a metric to each vertex.

2. Sum the anisotropic area of each triangle and calculate A o4 and thus (£, 7)
for every triangle.

3. Remove any interior vertices that encroach on a boundary segment according
to the metric.

4. Recursively swap edges to minimize the ratio n/¢. If this does not result
in an anisotropic Delaunay triangulation, mark offending edges as being
non-Delaunay.

5. Insert vertices for triangles with n > (1 + 7) until the maximum number
of vertices is reached or there are no more triangles with large circumradii.
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Assign metrics to new vertices based on a linear interpolation from the three
vertices of the triangle in which the vertex was inserted. If a face used in
constructing the virtual mesh is marked as non-Delaunay, then the treatment
for non-empty circumcircles from Section 4.2 is applied.

6. Remove vertices for edges with £ < (1 —7) until there are no more small
edges or sufficiently many triangles with large n are created. Limiting how
many large triangles can be created is an effective way of reducing the overlap
between refinement and coarsening. If this limit is a fraction of the number
of vertices inserted in the previous refinement step then it adds a guarantee
of termination irrespective of how many iterations are allowed.

7. Repeat the process of inserting and removing vertices until all triangles are
within the acceptable tolerance, no more vertices can be removed, or a fixed
number of iterations are performed. For quality meshes, the final process
must always be mesh refinement.

7 Results

To demonstrate our algorithm’s ability to create anisotropic meshes from a met-
ric, the metric d(x1,x2) defined by Equation 5 is assigned at every vertex.

d(p1,p2) = \/(P2 —p1)'M(p2 — p1)

M) =[5

110 0475 <z < 0.525
@= 1 Elsewhere

1x10* 0<2<0.05
b= { 1 Elsewhere (5)

This metric should produce a mesh with distinct anisotropic regions. We first
assign the analytic metric to vertices of a very coarse mesh and then refine the
mesh so that the metric-based area per triangle is approximately halved. Then,
the vertices of the new mesh are again assigned the metric from Equation 5.
We repeat this process four times to produce a mesh that is approximately
sixteen times more refined then the original mesh and well representative of the
analytic metric. The meshes produced from one iteration to the other are shown
in Figure 6. To demonstrate that the mesh achieved the desired anisotropy we
can view the mesh around the point (0.525,0.1) with different axis scalings. It is
obvious in Figure 7 that the mesh has achieved the desired anisotropy because
the mesh appears isotropic when certain regions are scaled appropriately.

For a more practical example, and one involving curved boundaries, we exam-
ine laminar flow around the NACA-0012 airfoil. To compute the solution on each
mesh, we use a second-order, vertex-centered finite-volume solver. This solver
uses least-squares reconstruction [14], Roe’s scheme [18], and Newton-GMRES
for rapid convergence [9, 11]. Viscous terms are discretized as described in [14].
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Equation 5

To calculate the metric between adaptation loops, we use the reconstruction er-
ror metric proposed in [15]. The initial mesh, shown in Figure 8a, is constructed
using the isotropic mesh generator in GRUMMP [2, 13, 12]. This mesh is obvi-
ously ill-suited to computing viscous flow around the airfoil since refinement is
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done based only on boundary curvature. The resulting solution in Figure 8b is
evidence of how poor the mesh is.After choosing a metric based on this solution,
we create a new mesh that should be better suited to the flow solution. We
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repeat this process and generate the intermediate meshes in Figure 9. The drag
convergence plot of Figure 10 illustrates that the solution is converging to a sin-
gle value and that this convergence occurs much more quickly with anisotropic
refinement than isotropic refinement. This increase in accuracy is also visible in
the improved resolution of the wake on the final mesh of Figure 9.In Table 1 we
show that the fine mesh results for both anisotropic and isotropic refinement are
comparable to other results in the literature. Close inspection of the stagnation
point in Figure 11 shows that cells are small and isotropic around the stagna-
tion point and quickly become highly anisotropic as the boundary layer develops.
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Table 1. Comparison of drag, lift, and separation point for NACA 0012 airfoil: Mach =
0.5, Re = 5000, « =0

Method  |Final Mesh Size] Cp.p [Cpyv | Cr |72

Zcehord

Anisotropic 20187 0.0226(0.0323(0.000114| 0.795
Isotropic 20642 0.0224]0.0332( 0.0095 |0.834
ARC2D [16] | 320 x 128 cells [{0.0221]0.0321 - 0.824
Mavriplis [8] | 320 x 64 cells |0.0229]0.0332 - 0.814
Radespiel [17]| 512 x128 cells 0.0224(0.0330 - 0.814
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Fig. 11. Close up view of the stagnation point of the finest mesh in Figure 9 a

Since the metric in this case is based on the Hessian of the flow variables, this
is exactly the type of mesh that one would expect.

For each mesh adaptation, there is an inner series of refinement and coarsening
loops that aim to improve the final mesh. To illustrate the effect of these inner
iterations on the quality of the mesh, we have shown the distribution of the
triangles within the quality space in Figure 12 for the intermediate mesh created
in Figure 9a. The change between distributions a and b in Figure 12 clearly shows
that the initial refinement step is very effective at concentrating triangles within
the the desired area. Unfortunately, it also produces many small edges and some
poor angles. After coarsening is performed in Figure 12c¢, most of the triangles
with small edges are removed but some triangles with very large circumradii
are created. Those small edges that do remain are all located in regions of high
boundary curvature. The next refinement again eliminates the large circumradii
triangles without creating many small edges. The final two passes of coarsening
and refinement have very little net impact on the quality of the mesh. While
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the final mesh contains some triangles outside the desired bounds, this appears
unavoidable for a general geometry and metric.

8 Conclusions and Future Improvements

We have presented a method for anisotropic mesh refinement that produces high
quality meshes without expensive local optimization routines. Our methods as-
signs metrics to vertices and then defines triangle quality based on approximate
metric lengths. The three mesh modification tools we use are swapping to max-
imize quality, inserting at approximate circumcenters to decrease circumradii,
and removing vertices to eliminate small edges. Because there are no guarantees
on the results of these modification tools, we use them iteratively to produce
an optimal mesh. We have presented examples demonstrating that our algo-
rithm produces meshes that are well adapted to the prescribed metric. When
we combine this anisotropic adaptation with an effective metric estimator, we
can recursively improve CFD solutions much more cheaply than with uniform
refinement.

There are also several improvements to our algorithm that could be imple-
mented in the future. For example, we have stated that local mesh optimiza-
tion is generally an expensive procedure. However, experience with isotropic
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meshing in GRUMMP has shown that if the mesh is already of high quality,
local optimization-based smoothing can be a fast and effective way of further
improving the mesh [6]. It is therefore our belief that the most efficient way of
creating high-quality anisotropic meshes would be to insert and remove vertices
according to our algorithm and then perform a limited number of passes over the
mesh using local optimization. Since the mesh is already of high quality, many
fewer passes over the mesh would be required to maximize the quality then if
local optimization was the principal tool for mesh improvement. The challenge
here will be defining an appropriate objective function for the anisotropic mesh,
including determining its gradient with respect to the location of the vertex
being smoothed.

Another potential improvement to our algorithm is a modification of the de-
sired quality bounds in areas near boundaries with small features. The isotropic
approach is to assign length scales based on the boundary geometry [19]. A sim-
ilar approach might work for anisotropic meshing by decreasing the area of the
desired equilateral triangle used in the calculation for ({jug;7qes) in Figure 1.
This would likely reduce the number of instances where vertex removal creates
poor quality triangles and thus it should reduce the need for repeated vertex
insertion and removal iterations.

Finally, our meshing algorithm produces some small angle triangles that could
be improved by further insertion. This would result in smaller triangles than de-
sired, but the improvement in triangle quality might be worth the extra compu-
tation cost associate with more triangles. A final pass of quality-based refinement
seems a likely way of addressing this problem.

Although many two dimensional meshing algorithms proclaim a straightfor-
ward extension to three dimensions, experience in three-dimensional isotropic
meshing shows that this is rarely the case. The main stumbling block in extend-
ing the current algorithm to three dimensions will be developing an analog to
the triangle mapping procedure described in Section 4.1. Mapping tetrahedra
and scaling faces will definitely fail because of shape differences between the two
mapped copies of a single face; mapping faces and patching those together to
form tetrahedra in the metric space seems the most promising approach.
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